AD-A186 316 ON THE EXTREHE PDINTS
POSITIVE

MULTIVARIARTE ﬂNﬁLVSIS

OF THE SET OF ALL 2XN BIVARIATE
(U) PITTSBURGH UNIV PR CENTER FOR
K SUBRAMANYAM ET AL.

72

JUN 87
UNCLASSIFIED TR-87-13 AFOSR-TR-87-1118 F49620-83-C-0008 F/G 12/3 NL




16

| ——
=

I

L4

e
]

—
]
—_—
—
.
—
m——
——
—
—
——




RN W W AN 8%t A X 2t WY L& A LA W W W W W T N T T T

AD-A186 316 ___\ '\

READ INSTRUCTIONS
s wng WULUMENTATION PAGE U HELFORE ('()MPEE‘“NG FORM

Lﬁbnéﬁu.““ 7 ] 1 1 1 8 7 GOVT ACCESSION NO| ). a:cnflturmocrnﬁ.iéam

4 TITLE (and Subtitle) $. TYPE OF REPORT & PERIOD COVERED
On the extreme points of the set of all 2xn t’“ﬁ"ﬁ%jﬁ?'f e 1987
bivariate positive quadrant dependent distrib- : ’:.;g;muconc a:;bn'“uunan
utions with fixed marginals and some applicatigns 86-13

[T AuTwOR(e) . % CONTRACT OR GRANT NUMBERA(s)

. . Bh -
K SubraTanyam and M. Bhaskara Rao f ,F7lk)()._;%CS'-(:'-()()()Eg

8. PERFORMING ORGANITATION NAME AND ADORESS 10. PROGRAM EL EMENT. PROJECT, TASK

Center for Multivariate Analysis AREa s '°'“””"”°“°‘"’/

University of Pittsburgh, 515 Thackeray Hall /)

Pittsburgh, PA 15260 Gl ’09 F 9‘3 04 ﬂ

1" cannouunc OFFICE NAME AND ADORESS 12. REPQAT DATE

Air Force Office of Scientific Research June 1987
Department of the Air Forke 13. NUMBER OF PAGES
Bolling Air Force Base, DC 20332 ‘A)()/\

14, MONITORING ACENCY NAME & ADDRESS(If different lron Conirolling Olfice) 18. SECURITY CLASS. (of thie rppogr)

. S \ l unclassified
oy 2

16. OISTHIBUTION STATEMENT (of iAls Report)

SCHEOULE

Approved for public release; distribution unlimited

17. DlSTﬂIBU.YION STATEMENT (of the abstract entered in Block 20, If dilterent (rom Report)

ELECTE
0CT 0 6 1887

8. SUPPLEMENTARY NOTES

C‘ZE

19 XEY WORDS (Continue un reverae alde Il necessary and Identity by dlock number)
Asymptotics, convex set, extreme points, hypothesis of independence, Kendall's
tau, measures of dependence, Pearson's correlation coefficient, positive quadrant
dependence, power of a test, Somer's d, Spearman's Rho

-1—0- ABSTRACT (Continue an reveree alde Il necessery and identity by Block number)

The set of all bivariate distributions with support contained in {(i,j); i=1,2
and j = 1,2,...,n} whic.. are positive quadrant dependent is a convex set. In
this paper, an algebraic method is presented for the enumeration of all-extreme
points of the convex set. Certain measures of dependence, including Kendall's
tau, are shown to be affine functions of convex set. This property of being
affine helps us to evaluate the asymptotic power of tests based on these measures
of dependence for testing the hypothesis of independence against strict positive
quadrant dependence.

b0 |:2:1)]473 unclassified

SECURITY CLASSIFICATION OF THIS PAGE (When Dete Entered)
L T

I e




LR Pt

U L R, O O S R T T Dbl g A Lol At b vt

AFOSR-TR. g7.11,¢

ON THE EXTREME POINTS OF THE SET OF ALL 2xn
BIVARIATE POSITIVE QUADRANT DEPENDENT
DISTRIBUTIONS WITH FIXED MARGINALS
AND SOME APPLICATIONS*

by

K. Subramanyam and M.. Bhaskara Rao

Center for Multivariate Analysis

University of Pittsburgh

DTIC

ELECTE
2\ 0CT 0 61387 ;
| ol
N A S R et SRR SRR LR S R A o R

------



n " " Y rYEETUCTON T YWY RV INTXTYUYR ‘2 §% 8% %\ #la
12" 6.2°0 ' 18" U Sl ol Vol A . I Eatat e pta dia b S b b ! . - ANALERARLALL NN SV S g 2% --. WY a¥a - - ‘V

;v

| v

R A S e
PN
}5'1.,1::!. 5

i

ON THE EXTREME POINTS OF THE SET OF ALL 2xn b
BIVARIATE POSITIVE QUADRANT DEPENDENT ]
DISTRIBUTIONS WITH FIXED MARGINALS 3&?;‘
AND SOME APPLICATIONS* e

by

(]
o
L)
.

..c l'l-
A
A

N Y a,

K. Subramanyam and M. Bhaskara Rao

R

14
[}

LN \.‘v
D

.
.
.
.

v -
’
r

<
o
NG
>~
;':‘I.r:'.'
June 1987 NN
o,
. PV
Technical Report No. 87-13 . Accession For N
NTIS GRA&I AN
DTIC TAB e
Unannounced 0 N
S fon | ALY
Center for Multivariate Analysis Justificatio g
Fifth Floor, Thackeray Hall
University of Pittsburgh By LARAS
Pittsburgh, PA 15260 _Distribution/ RN
Availability Codes RO
~ 7 iavall and/or ey
\Dist Special Y,
{ RS
Al B
Y
- ——— ~.\d:. L
RN
AN
l.-\{“

*Research sponsored by the Air Force Office of Scientific Research (AFSC) under contract

F49620-85-C-0008. The United States Government is authorized to reproduce and dis- RS
tribute reprints for governmental purposes notwithstanding any copyright notation hereon. igi{:
AN
—
.:’:\:_-.:’:,
ROy
. e e e et e e - - . N o T Y
'-\..\¢‘-,..q- _‘i”.l-_.l‘.- _\- _."‘- .-F‘--l’_‘.' \J.N- \b \. .. \I\i . “~ ‘-‘\ﬂ \~ \\ - \. - » N “ . . % - = « R - n .



N

’.,-,-

-

ll.‘.lll

s
» .-.-' " .‘ I'.'

(k3] yv.
EACALNCIN IR

-
Pl o S SRl A

- -

|
YN

* Bat L ") a aat et da’ Sa’ B2t Y YN TORTY
b NRA LYl ol ¥l LSl L LA S Sl N L LARSAGELESERERG L LAY 400 T N a Xy

ON THE EXTREME POINTS OF THE SET OF ALL 2xn BIVARIATE POSITIVE QUADRANT

DEPENDENT DISTRIBUTIONS WITH FIXED MARGINALS AND SOME APPLICATIONS

K. SUBRAMANYAM and M. BHASKARA RAO
Center for Multivariate University of Sheffield,
Analysis, University of Sheffield, U.K.
Pittsburgh, U.S.A. and
Center for Multivariate
Analysis
SUMMARY

" The set of all bivariate distributions with support contained in
((i,j); i = 1,2 and j = 1,2,-'-,n) which are positive quadrant dependent
is a convex set. In this paper, an algebraic method is presented for
the enumeration of all extreme points of this convex set. Certain measures
of dependence, including Kendall's tau, are shown to be affine functions
on this convex set. This property of being affine helps us to evaluate
the asymptotic power of tests based on these measures of dependence for
testing the hypothesis of independence against strict positive quadrant
dependence. . 4 ' :

< jo, e A »

Keywords : POSITIVE QUADRANT DEPENDENCE; CONVEX SET; EXTREME POINTS; MEASURES
OF DEPENDENCE; KENDALL'S TAU; SOMER'S d; PEARSON'S CORRELATION
COEFFICIENT; SPEARMAN'S RHO; HYPOTHESIS OF INDEPENDENCE; POWER OF
A TEST; ASYMPTOTICS

1. INTRODUCTION AND PRELIMINARIES

A good understanding of the nature of dependence among multivariate
probability distributions is useful for modelling multivariate random phenomenon.
There is a multitude of dependence notions available in the literature. For a
good account of these notions, one may refer to Lehmann (1966), Barlow and
Proschan (1981), and Eaton (1982). In this paper, we concentrate on one particular
notion of dependence, namely, that of positive quadrant dependence among discrete
bivariate distributions and examine the structure of such distributions by

performing an extreme point analysis. We now describe the problem. Let X and Y

be two random variables with some joint probability distribution function F.
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Assume that X takes only two values 1 and 2, and Y takes n values 1,2,:-°,n.
The joint probability distribution of X and Y can be described by a matrix
P = (pij) of order 2xn, where pij =Pr(X=1i, Y=3), i =1,2 and j = 1,2,++",
n. The random variables X and Y are said to be positive quadrant dependent

(equivalently, F or P is said to be positive quadrant dependent) (PQD) if

Pr(X < i, Y<j) > Pr(X < i) Pr(Y < j)
for all i and j. Let p; = Pr(X =1i), i =1,2 and qj = Pe(Y = j), j=1,2,

+++,n. The above condition can be phrased, equivalently, as follows.

Pyp t Py 2 pilay +ay)

(1.1) Pip + Py ¥ P32 Pylag +a; +ay)

Pip ¥ Pig ¥ ot vy 2 Pilap tap e Hq )

Let MPQD denote the collection of all bivariate positive quadrant dependent
distributions with support contained in {(i,j) ; i = 1,2 and j = 1,2,++*,n}.
This set is not a convex set. An example of two bivariate distributions P

1
and P, in MPQD and a number 0 < A < 1 such that AP, + (l—A)P2 ¢ MPQD
are easy to find. However, if we fix the marginal distributions of X and Y,
the above set becomes a convex set. More precisely, let Py and Py» and

Qs 9ps eee > 9 be two sets of non-negative numbers satisfying P + P, =

1 = q, + q, + ...+ 9, Let

MPQD(pl’pZ;ql’qZ’ .. vqn) = {? (Pl_]) € MPQD; pl_] + sz = qj for

1,2, +++,n and Piy + P> + e + Pin

j

=p, foris= 1,2}

»... '.):'_ '-'_ \.. ‘u‘. h‘.'-._\"'\ “w \..\‘.‘-_
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Under the bivariate distribution P in MPQD(pl’pZ;ql’qZ"."qn)’ Xand Y
are positive quadrant dependent, X has the marginal distribution P;» Pys

and Y has the marginal distribution 91295554, This set has nice

properties.

Theorem 1. The set MPQD(pl’pZ;ql’qZ"..’qn) is compact and convex. More

strongly, this set is a simplex.

Proof. The convexity follows from the inequalities (1.1). That the set is a

simplex is obvious.

Even though the set MPQD is not convex, it can be written as a

union of compact convex sets, i.e.,

Mpqp = U Mpqp(PyP2idyadyetttady)s

where the union is taken over all PysPys  dysQps°**sq, of non-negative
numbers with P + P, = 1= q, + q, + o0 + q,- The fact that MPQD(pl’pZ;
ql,qz,---,qn) is a simplex implies that it has only a finite number of

extreme points, and that every member of this set can be written as a convex
combination of its extreme points. Looking at the notion of positive quadrant
dependence from a global point of view as enunciated abo'e is useful. Some

of the applications given in Section 3 amplify this point. A good understanding

of the nature of extreme points will provide a deep insight into the mechanism

of positive quadrant dependence of two random variables.

One of the goals of this paper is to present an algebraic method

to find all the extreme points of the convex set MPQD(pl,pz;ql,qZ,"-,qn).

The cases n = 2 and 3 were discussed by Nguyen and Sampson (1985) in the

context of examining the position of the set MPQD(pl,pz;ql,qz,---,qn) in
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the class of all bivariate distributions. These cases were also discussed by
Bhaskara Rao, Krishnaiah and Subramanyam (1987) in the spirit this paper is
concerned with. Some measures of dependence, especially, Kendall's Tau, between

pairs of random variables will be discussed in the light of the convexity

MPEE.  marrra e e sseee sl SRR

roperty of the set M ++¢,q ). The structure of this set will
prop Q,

pqp{P1°P239) 95>

be exploited to examine properties of certain tests of independence. The affine

&

property of certain measures of dependence makes it easy to evaluate the

asymptotic powers of tests based on these measures of dependence.

2. ON EXTREME POINTS

Without loss of generality, assume that each of the numbers P;» Pys
4> 90 " > 9, is positive. The following result characterizes members of
MPQD(pl,pZ;ql,qz,---,qn). This result is useful to develop an algebraic method

for the extraction of all the extreme points of M '—,qn). Some

PQD(Pl'Pz‘ql'qZ"

notation is in order. For any two real numbers a and b, a V b denotes the

maximum of a and b, a A b denotes the minimum of a and b.

Theorem 2. Let P = (pij) € MPQD(pl,pz;ql.qz,---,qn). Then the numbers P11

Py2» *°"» Pia-1 satisfy the following inequalities.

Pip VPl +ap) = oyt = o Ay tay)

(2.1) (pyy +pyp) Vpylay +a; +a3) < pyy +Pjp*+P3 = P AR +P, +ay)

(Pyy P+ v p ) Vpla vag +oer v q ) <

Pip ¥ Pttt ey S P ARttt ety

T e ” a? 4" n"r T T " T,
'\Y,%{%'.\’.{.(.{-.,..’!.’,
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Conversely, suppose Pyp» Pyp» °°° » Py, 3re (n-1) numbers satisfying

the above inequalities. Let Pip =P1 ~ (p11 + P12 + cee + pln-l) and

ij = qj - plj’ j=1,2,*++,n. Then the matrix P = (pij) € MPQD(pl’pZ;

Q5955 "»q,)-

Proof. Some comments are in order on the above result. Since the row and

column sums of matrices P = (pij) in MPQD(pl’pZ;ql’QZ""’qn) are fixed,

knowledge of the (n-1) numbers Pyp» Pygr °*° » Pyp-p 1S sufficient. The

remaining entries of P can be determined by appropriate subtractions.

. Coming to the proof, we observe that since P is positive quadrant dependent,
Py Y P+ttt tpy 2 pl(q1 +q, et qi) for i =1,2,°++,n-1. Since

x: the entries of P are non-negative, P11 + P + + Py > P + P12 +

e 4 Pii-1 for i =2,3,+++,n-1. These two sets of inequalities establish

the validity of the inequalities on the left hand side of (2.1). In view of

the marginality restrictions, it follows that P1y + P + eeo + Py < p

1
g and also < Py + P + eee + Pri-1 + q for i =1,2,°<+,n-1. Thus we see
the validity of the inequalities on the right hand side of (2.1). Conversely, b

if P> P10 *°" s Pip-1 satisfy the inequalities (2.1), it immediately !
follows that Py >0 and plj >0 for j=2,3,"+,n-1. From the inequalities
on the right hand side of (2.1), it follows that each of p2j’ j=1,2,*++,n-1

is non-negative. Observe also that Pin is non-negative. It remains to be

. shown that Pon is non-negative. Since Py =9, " Py =9, ~ (p1 - (pl1 +

Pio * tt vp 1)) =4 Py + (pyp + Pyt **° +py ), it suffices to

.
show that Pt Pipg t *o Pln-; 2 Pp - 9 From the last inequality A

of (2.1), it follows that p, +p,, + === +p,, > plq +q, + == +q )

= pl(l - qn) =Py " P4, 2 P - q,- It is now clear that the matrix P = (pij)

has the required marginal sums and that P is positive quadrant dependent.

This completes the proof.

L;;"’ > .._)\ R I ._\J\_\?\_\ SN -.-._\_\\
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An algebraic method for the identification of the extreme points of

MPQD(pl.pz.;ql,qz,'°',qn)

The following proposition in conjunction with Theorem 2 above

would form the basis of the algebraic method we intend to develop.

Proposition 3. Let ap, a5, °ttouap and bl’ b2’ ces bm be 2m fixed

numbers. Let M be the set of all vectors (xl.x2,°°',xm) satisfying

—
IA
"

1 1
a2 < x1 + x2 < b2
(2.2) a; < x; +x,+ x5 £ by

a < + + e+ +x < b.
S| %2 m — m

Then M is a compact convex set and every extreme point (x¥,x%,+++ ,x%) of
p y 1 mn

M satisfies x? + x% + oere + x; =a, or bi for each i = 1,2,+++,m.

Proof. It is obvious that M is a compact convex set. Assume that M is

non-empty. Let (x*,xg,...,xg) £ M. We will show that if x? + x% + ... ¥+ x?

is neither equal to ai nor to bi for some i, then (x?,x%,...,xg) is
not an extreme point of M. Let i be the largest index in (1,2,...,m} such
that x¥* + x%¥ + ... + x* 1is neither equal to a, nor to b,. Let x! = x!
1 2 i i i 1 2
] - 1"

= ywXe = = g%, o = = % 3 3
) X5 X35 oo 3 X x{1 x{_1e Solve the following equations

t + ] + + ! =
x1 x2 X, a1
and

tt + 1" + LA + 1" = )
x1 x2 xi b1

for x! "
i

and X7 respectively. Then we can write x? = xx; + (l-x)xg for

for some 0 < A < 1. Now solve the following equations

e e .
- N A e e LR e T e e

R4
NP
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' 1 s o0 ' -
x1+x2+ +xj aj
and
" " ceon "o
x1+x2+ +xj aj
i * * cen x =
if x1 + x3 + + xj a,
or the equations
' t ene ' =
xl + x2 + + xj bj
and
" " ce s "o
xl + x2 + + xj bj

i * % see 4 X% = A
if X7 + x2 + xJ bJ

for j = i+l, i+2, +++ , m, successively. It is now clear that (xi,xé,---,xé)
and (xg,xg,---,x;) are distinct, belong to M, and (xf,x§,°--,x§) =
X(xi,xé,-~-,xé) + (l-A)(xY,xE,---,x;). Hence (x?,xg,---,xg) cannot be
an extreme point of M.

The extreme points of M are easy to find. Set the central
expression in each of the inequalities (2.2) equal either to the quantity
on the right or to the quantity on the left, and then solve the resultant

system of equations in X;» X . These systems of equations are

2!
easy to solve recursively. A crude upper bound to the total number of

extreme points of M is 2™,

The system of inequalities (2.1) bear a
close resemblence to the system of inequalities (2.2). The presence of the
symbols V and A in the system (2.1) seem to complicate the problem

of finding the extreme points of MPQD(pl,pz;ql,qz,---,qm). In order to
reduce the system of inequalities (2.1) to the one of the form (2.2),

we must find a way of getting rid of the symbols VvV and A from (2.1).

This can be achieved by splitting each inequality in the system (2.1)

-, 4 - . R o e et
e T e e ey e e e S e e e el . . e e e e T e et e e N T e e e
PR A A AL AW N N I P P N R A N R R T IR P e .t - R, A ALY oA .
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into sub-inequalities, if necessary, using the subsequent inequalities
to get rid of the symbols V and A. Eventually, we should be able to
get systems of inequalities of the type (2.2) equivalent to (2.1). We

will explain this method by working out some examples.

Example 1 The case when n = 2.

The determining inequalities (2.1) become
Pi9; < P;; S Py Aa.

There are only two extreme points of M If

P; < q;» these are given by

P;q, P9, P 0
pqu pzqz ql'Pl qz
If q < Pp» the extreme points are

(P9, P,d, g  P;mqg

la°]
[}

)

=

(=9

o
i}

(@]
el
{38

P29 P29

Example 2 The case when n = 3.

The determining inequalities (2.1) become

P9y < P} S Py Ag

i Y P{ap a) s ey ey < R A (pyy +ay).

Since there are only two variables, this system of inequalities

vvvvv

[



can be solved graphically. As an illustration, let P, = 0.3, Py = 0.7

and q = 0.5, q, = 0.3, q3 = 0.2. The inequalities (2.1) become

0.15 < P;; = 0.3
r. and
) P1q vV 0.24 < Piq + P, 2 0.3.
- The maximum symbol V in the second inequality above can be eliminated
by splitting the first inequality into two parts : 0.15 < P;; < 0.24
and 0.24 < P;p < 0.3. The above system of inequalities is equivalent
to the following two systems of inequalities.
0.15 < P, < 0.24
(2.3) and
< 0.24 < Pyp * Py < 0.3;
. or
3
o
; 0.24 < P, < 0.3
: (2.4) and
x Pip £ Py *Ppp £ 0.3
"~
N in the sense that if P11y and P, satisfy the given system (2.1) of
inequalities, then Py and P> satisfy either the system (2.3) or
£ the system (2.4). The graph of these two systems of inequalities is given
% below.
N
{
; {
o
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P12
0.3
\
\
"
0.24
. 0.2
;
2 0.1
L4
Y
ot
: >
- 0 0.1 0.15 0.2 0.24 0.3 P
Graph of the inequalities (2.3) and (2.4)
. The extreme points of the convex set MPQD(0.3,O.7;O.S,O.3,0.2) can be
'. read off directly from the above graph. These are given by
I
- [0.15 0.09 0.06] [0.15 0.15 0.00]
': Pl = H P2 = :
N 10.35 0.21 0.14] [0.35 0.15 0.20
(0.30 0.00 0.00] [0.24 0.00 0.06]
> P3 = H P4 = .
: . 10.20 0.30 0.20] 10.26 0.30 0.14

One could use the algebraic method described following Proposition 3 to find

the extreme points using the two systems of inequalities (2.3) and (2.4).

1
After weeding out the duplicates and non-extreme points, one gets the same \
A '
: four matrices detailed above.
! Example 3 The case when n = 4,
g The determining inequalities (2.1) become
g

‘.n “- ..‘ '.- ‘-l‘
I e
Ak
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P4y Z Py = Py Aap
Pip VPiley *ap) 2 opyy e 2R ARyt gy,
and
(pyy + 1) Vpylay +ap +a3) 2 Py * Py * Py
Py A (pyy + Py * dy)-

For a specific illustration, take P, = 0.6, P, = 0.4 and q; = 0.2, q, = 0.4,

q3 = 0.2, q, = 0.2. The inequalities then reduce to

0.12 < P;; < 0.2,
(2.5) 0.36 < P11 + P12 P11 + 0.4,
and

(py; +Pyp) V0.48 < py+p,+Pq < 0.6A(p +p,+0.2).

The symbols V and A are present only in the last inequality above. They
can be eliminated by splitting the first two inequalities carefully. The

system (2.5) 1is equivalent to the following three systems of inequalities.

0.12 < P11 < 0.2,
: 0.36 < P11 + p12 0.4,
and

0.48 < p11 + plZ + P13 < P11 + Py + 0.2;

or

N R o e o A o e ol e A e e P T e o o N VS e
4% 1% g B0y T 19 0%. ., A . : 2 b = SN, TN, g : )
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or

0.12 < p,; < 0.2,

0.48 = Py tpp = Py *+ 04

and

Pip ¥ Pip = Pyt Py Ry = 0.6

For each system above, one can find its extreme points algebraically by
setting the central expression in each inequality to either the quantity

on the right or to the quantity on the left. After weeding out the repetitions
and non-extreme points, one obtains the following as the collection of all

extreme points of MPQD(O.G,O.A;O.2,0.4,0.2,0.2).

-

0.
P. =
1 0
0
P. =
3 0
[0
P. =
5 LO
[0
P, =
7 0
[0
P. =
9 0
0
P,.=
11
10

12

.08

.12

.08

.20

.00

.20

.00

.12

.08

.20

.00

0.24

0.16

0.28

0.12

0.16

0.24

0.20

0.20

0.36

0.04

0.28

0.12

.12

.08

.20

.00

.20

.00

.20

.00

.12

.08

.12

.08

.00]

.20

.00]

.20

.00

.20

10~

12

.08

.20

.00

.20

.00

.00

.12

.08

.24

.16

.16

.24

.20

.20

.36

.04

.28

.12

.40

.00

.00

.12

.08

.08

.12

.00

.20

.00

.20

.00

.127

.08

.08]

.12
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0.12 0.40 0.08 0.00 10.20 .40 0.00 0.00
P13” IV
0.08 0.00 0.12 0.20 0.00 0.00 0.20 0.20:

Remarks. For the general case of n, identification of extreme points
can be carried out in a similar vein as outlined above.One can show that
the joint distribution P1 under which X and Y are independent is always

an extreme point of MPQD(pl'pZ;ql’qZ’".’qn)'

3. SOME APPLICATIONS

(1) On_the affine property of certain measures of dependence

In the literature, there are several measures of dependence
proposed to study the degree of dependence between two random variables.
For details, one may refer to Agresti (1984, Chapter 9) or Goodman and
Kruskal (1979). In this section, we examine the following problem. For
any bivariate distribution P, 1let A(P) denote a measure of dependence
proposed. If P1 and P2 are two bivariate distributions in MPQD(pl’pZ;
ql,qz,---,qn) and 0 < A <1, is it true that

AAP) + (1-0)Py) = a(P)) + (1-2)a(P,)?

If it is so, A(+) can rightly be called an affine measure of dependence

on MPQD(pl,pz;ql.qz,'°-.qn).

Let P = (pij) be any bivariate distribution of order 2xn. Let
Moo= 2lp) ) (pyp ¥ Pyg ¥ =on ¥ 0p0) +p1p(pgy + Py + 000+ pyp)
*ot Y PpnoPon !

and

At ..
....... BT RS R S R AR R Y AR A

N
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Ta = 2lpyn (Pyy + Ppp + ot + 0y ) ¥ Py (Pyy T Pyp * 70+ 0 )

+ ].

* P1aPyy
For any P in MPQD(pl,pz;ql,qz,---,qn), the following are some of the

measures of dependence commonly used in the literature.

. _ _ _ 2 2 S22 .2 i
Kendall's Tau-b Tb(P) = (IIC Hd)/[(l P] pz)(l q)-q; qn)J

2 2
(HC - Hd)/(l-pl-pz)

Somer's d (Y on X) dYX(P)

Somer's d (X on Y) dXY(P) = (HC - Hd)/(l‘Qf'Q§""’qg)

Pearson's Correlation

Coefficient p(P) = Cov,(X,Y)/[Var,(X) VarP(Y)]é
Spearman's rho p.(P) = [I7 Z?_ (rx - 0.5)(r¥ - 0.5)p..] =+
S i=1 "j=1 i j ij
izl (- 0.9)% TR 0.5)2qj1}5,
where r? = Zi;i Pt pi/Z, i=1,2
and r§ = Ei;} q_+4q./2, j=1,2,+++,n.

Theorem 4 All the measures of dependence described above are affine on

the set MPQD(pl.pz;ql.qz.'-'.qn).

Proof. That the measures p(+) and os(') are affine is obvious since
these measures are linear functions of the joint probabilities and the

marginals are fixed. For the affine property of rb(-), dYX(-) and dXY(-),

it suffices to show that HC - ﬂd is a linear function of the joint

probabilities. By substitutin Py. =4, =~ Py.:» J =1,2,++,n, one can easily
B Py J 1j

verify that

-1
- = o - T oo N
m, - My 2 Zi=1 plj 2 Li=1 (q1+q2 +qj)(p1j+p1j+l)
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This completes the proof.

Remarks In view of the above theorem, it suffices to compute the measure of

dependence for the extreme point distributions of MPQD(pl’pZ;ql’qZ’.."qn)

for any of the measures of dependence described above. The measure of
dependence for any distribution P in MPQD(pl,pz;ql.qz,---,qn) is a
convex combination of the corresponding measures of dependence for the

extreme point distributions in MPQD(pl,pz;ql,qz,---,qn). we will make use

of this property in computing asymptotic power of certain tests of independence.

(2) Computation of the power function of tests of independence

Suppose X and Y are two random variables such that X takes
only two values, say, 1 and 2, and Y takes n values, say, 1,2,---,n.
Assume that the marginal distributions of X and Y are known given by
P;sPy and SPELCYRART B respectively. The joint distribution P = (pij)
of X and Y 1is unknown but known to be positive quadrant dependent. Suppose

we wish to test the validity of the hypothesis

Ho : X and Y are independent
against

Hl : X and Y are strictly positive quadrant dependent

based on N independent realizations (xl’Yl)’ (XZ’YZ)’ e, (XN,YN) of

(X,Y). The null hypothesis HO is simple and the alternative Hl is

composite. Let P1 = (piqj). Then HO and Hl can be written equivalently as

Hl H P # Pl, P € MPQD(PI.PZ;QI;QZH"»C[ )-

n




If T is any test proposed for Ho against Hl’ one could use the substance

of Theorem 1 to give a simple expression for the power function of T. Let

BT(P) = Pr(T rejects H | The joint distribution of X and Y is P),

for P € Mpop(Py»Ppidyadps ™ eay)

be the power function of T. Obviously, BT(Pl) is the size of the test T.
We explain how 6T(P) can be simplified when n = 2. Let Pl = (piqj) and

P, be the extreme points of M ). Let PeM ).

PQD(pl,pz;ql.q2 PQD(pl.pz;ql.q2

Then we can write P = APl + (l-)\)P2 for some 0 < X < 1. If the joint

distribution of X and Y is P, we denote the joint distribution of the

N N
random sample (Xl’Yl)’ (XZ’YZ)’ ) (XN,YN) by P . (P does not

mean that the matrix P is multiplied by itself N times. PN is the

product probability measure.) Then

N

P N

r=o0

N r N-r,.r N-r
) AT -0V T e BT,

N _
[AP, + (1-2)P,]" = 2

r N-r . .. . . .
where Pl ® P2 is the joint distribution of (XI'YI)’ (XZ’YZ)’ .
(XN,YN) with (XI’YI)’ (XZ’YZ)’ cee (XN,YN) independently distributed,
(XI’YI)’ (XZ’YZ)' s, (Xr’Yr) identically distributed with common

distribution P and (X

Y ..), (xr+2,Yr+2), cee (XN,YN) identically

1’ r+l1’ r+l

distributed with common distribution P,. We can extend the definition of

2

BT(P) to encompass this situation. Let

r N-ry _ ; ( e
BT(P1 ® Pz ) = Pr(T rejects Ho ] (XI,YI), (XZ’YZ)’ , (Xr’Yr) have the

),

common distribution P1 and (X

r+2’Yr+2)' ey, (XN,YN) have the

r+1* Yo+l
(X

common distribution Pz),

for r=20,1,2,*++,N.

- -
------
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In this new notation, BT(P) = BT(PN).

The following result is obvious.

Theorem 5 For any P in MPQD(pl’pZ;ql’qZ)'

_ N Ny ,r ,,_,\N-r r N-r
Bp(P) =2 _ () A (1-2) Br(P] ® P, ),

where P = AP, + (l—X)P2 with 0 < A < 1.

Remarks. In view of the above result, it suffices to compute BT(P; ® P,

for r =0,1,2,-+-,N. BT(P)

for any P in MPQD(pl,pz;ql,qz). This formula is also useful if one

wishes to compare the power functions of any two tests. This theorem

has been exploited by Bhaskara Rao, Krishnaiah and Subramanyam (1987) to

compare the performance of some tests in the case of 2x3 bivariate
distributions in small samples. For small sample sizes N, computation
of power functions of tests and comparison of power functions of tests

can be carried out effectively using Theorem 5.

We now wish to emphasize that the affine property of certain
measures of dependence also helps in evaluating the power function
asymptotically for some tests built on these measures of dependence.

As an illustration, consider the test based on Kendall's Tau-b. Let

= [ = 3 =
Oij #{(Xr,Yr) s; Xr iand Y it

for i=1,2 and j = 1,2.

The data (Xl,Yl), (XZ'YZ)’ . (XN,YN) can be summarized in the

form of a contingency table as follows.

T RS AT AT A -

is a convex combination of these numbers

LR T S o )
e eI
s s

AN T I
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y

< 1 2

1 %11 %12
2 01 922

An estimator of Kendall's Tau-b is given by

4
Tn = (2/N)(0}105; = 01,0, )/ 1(1-p]-py)(1-a]-q))].

Test based on Kendall's Tau-b

T : Reject Ho if and only if Tb,N > ¢,

where ¢ is the critical value of the test T

which depends on the given level of significance.

We now evaluate the power function of the test T asymptotically.
Assume, without loss of generality, that 1 < q;- The extreme points of

Mpqp(P1+P;39;04;,) are

P,a; P9, p, 0]
P1 = and P2 = .
Note that =t (P ) =0 and 1,(P,) = 2p /[(l-pz-pz)(l-qz-qz)li = §, say
b2 191 17P2 1 92 » sS4y
Then for any P in MPQD(pl’pZ;ql’qZ) with P = AP + (I-AP)P2 and

0 <Xp <1, it follows that Tb(P) = (1-AP)6.

The asymptotic power function of T has the following structure.

""&

e e S R T VS SR RIS RT RPN Ry % TR *.'5' .%f\:\JN*xf;fgféﬂﬂf_{\JNI\
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Theorem 6 Llet P e M ).

PQD(pl.pz;ql,q2

I
o

(i) If c <0, then lim _ _ B.(P) =

(ii) If ¢ > 0, then limN .« BT(P) 1 if (l—AP)é > ¢

0 if (1-Ap)8 < c.
Proof. Observe that by the Strong Law of Large Numbers

Tp,N  converges to rb(P) = (I-AP)G

almost surely as N + <@ under the joint distribution P of X and Y.

From this, the desired conclusion follows.

Remarks. It is heartening to note that the size of the test T converges

to 0 as N—+>= for c > 0. For P # Pl’ one would like to have the
power BT(P) to converge to 1 as N =+ <. As is to be expected, this
is not the case. The hypotheses Ho and H1 are not well separated. If
the joint distribution P is very close to P, the power BT(P)
converges to 0 as N = =, However, if there is reason to believe that
the bivariate distributions under the alternative hypothesis are close
to P2, then the test T has the desired properties mentioned above.

More specifically, let 0 < d <1 be fixed. Let the hypotheses be

j= =}
lae)
[]

AP, + (1-A)P2 with 0 < A < d.

The hypotheses HO and H1 are well separated. We can choose a suitable

c¢ which figures in the description of the test T so that we will have

-f--I‘J'.

-----
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lim N > w BT(PI)

and

lim BT(P)

N - «
for every P under Hl.

Remarks. Computation of the asymptotic power of tests based on affine measures

of dependence can be carried out in the same vein as above for any general n.
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